
Using Video to Create Avatars in Virtual Reality 

The VideoAvatar Library is a collection of functions that works in conjunc­
tion with the CAVE Library and can be used to add static, photo-realistic, 
three-dimensional representations of remote users, as well as other objects 
or agents, to virtual reality applications. The process involves obtaining 
views from 360 degrees around the person, then selecting two of these 
images, one for each eye, to represent the user in 3D space. 

To acquire these images, the person stands on a turntable placed in front 
of a blue screen at a distance of l O feet from a video camera, which is ot 
eye level. We preview the images and set the levels of the various para­
meters that are to be used in calculating the chroma key to drop out the 
background. Once these values are set, we record one revolution of the 
person turning on the turntable and capture the chroma key settings. 
Recording at 30 frames per second for the 15 seconds required for one 
revolution generates a movie file consisting of 450 frames. A configura­
tion file can later be used to specify the maximum number of images that 
should be used, as well as other pertinent information. This allows individ­
ual users to adjust parameters based on the specific hardware ond memo­
ry capacities of their machines. 

From this series of images, a different image is selected to represent the 
person to each eye. Which two images are to be used is calculated 
based on the positions of both the local and remote users in the space, 
and the direction that the remote user is facing. These images are then 
texture mopped onto two separate polygons, each of which is rotated 
around the vertical axis toward the eye which is  meant to  see it. 

As we ore not actually creating a three-dimensional model, but using two 
two-dimensional images to represent the avatars, not all depth cues are 
supported. Among those supported are convergence, binocular disparity, 
horizontal motion porollox, and occlusion. The proper perspective of the 
VideoAvotor is maintained in relation to the other objects in the modeled 
environment. 

Despite the limitations of using image-based versus model-based rendering 
techniques for the VideoAvatars, the results are stunningly realistic. The 
goal is to supply a range of avatars with varying capabilities. Future 
versions of the library will incorporate multiple positions within the avatar 
model and real-time live video in order to fulfill this goal. 
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